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Abstract-An effective interface-tracking scheme has been developed for the numerical modelling of heat 
transfer and phase change during rapid solidification. This technique is based on Control Volume Integrals, 
and achieves high-resolution tracking of the solid/liquid interface by element subdivision. It is particularly 
well-suited for rapid solidification with undercooling, for which the accurate prediction of the interface 
temperature during recalescence is very important. This approach has been used to model the Planar Flow 
Casting and Splat Cooling processes. Some results on temperature profiles and on interface velocity, 

location, undercooling, and cooling rate are shown for both processes. 

1. INTRODUCTION 

MUCH WORK has been conducted in the past on the 
numerical modelling of phase change. Recently, how- 
ever, the development of Rapid Solidification Pro- 
cesses (RSP) has posed new challenges because of the 

associated large cooling rates and undercooling which 
introduce additional difficulties in modelling. Strictly 
speaking, solidification always requires a certain 
degree of undercooling (although often very small), 
but this undercooling may become particularly large 
in RSP processes. 

In the classic solidification case (the Stefan prob- 
lem), the undercooling is small enough that it is 
reasonable to use an assumption of local thermo- 
dynamic equilibrium at the solid/liquid interface. The 
interface moves into the superheated liquid, and 
energy is conducted away through the solid. The inter- 
face velocity is controlled primarily in this case by the 
rate of external heat extraction. Such a situation is 
expressed mathematically by a fixed interface tem- 
perature condition (assumed to be the melting tem- 
perature determined by the material’s phase diagram). 
On the other hand, large undercooling levels may exist 
during rapid solidification. In this case, the interface 
cannot be assumed to be in thermodynamical equi- 
librium, and kinetics effects must be taken into 
account. The interface temperature is then a function 
of time and of the process parameters. This variation 
in interface temperature introduces an extra degree of 
freedom which is constrained by a kinetics relation- 
ship between interface velocity and undercooling. The 
solidification rate is therefore controlled not only by 
the external heat extraction but also by crystal growth 
kinetics. 

Exact analytical solutions to the Stefan problem are 

available only for very restrictive boundary conditions 
[ 1,2], however, and several numerical techniques had 
to be developed for more general boundary conditions. 
Among the main finite difference techniques, the inter- 
face-tracking and enthalpy approaches are well 
known and address the question of the moving solid/ 
liquid interface rather differently [3-61. However, only 
a few studies have been conducted on solidification of 
crystalline materials with large undercooling. Shingu 
and Ozdki [7], for example, calculated the solid- 
ification rate during splat cooling based on an iso- 

thermal phase change model with a solidification tem- 
perature different from the equilibrium value. In this 
study, an approximate average undercooling is deter- 
mined by matching the solidification rate calculated 

from the heat flow balance to the crystal growth rate 
calculated by a kinetics relationship. Levi and 

Mehrabian [8], investigated the rapid solidification of 

powders by incorporating the kinetics relationship 
within the heat transfer model itself and calculated 
the interface undercooling. They used the enthalpy 
method to generate the finite difference equations, but 

solved them directly for the temperature. Clyne [9] 
developed a finite difference model of rapid solid- 
ification that is based on a local heat source approach 

assuming a uniform latent heat release over the vol- 
ume element containing the interface. This method 
has also been used by Chu et al. [lo] to model planar 
flow casting. 

A key parameter determining the microstructure of 
rapidly-solidified materials is the solid/liquid interface 
velocity [I 11, and a good model should predict accu- 
rately this velocity and the interface temperature. This 
is particularly critical during recalescence when the 
undercooling and the interface velocity are coupled. 
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NOMENCLATURE 

a, b, c, d coefficients in the difference V, interface velocity 
equations Vw wheel surface linear velocity 

b thickness of the sample .X spatial coordinate parallel to the 
c,, c2 coefficients in the difference substrate 

equations x,, detachment distance (from upstream 
c 
0’ 

specific heat meniscus of PFC) 
diameter of the wheel Y spatial coordinate normal to the 

& activation energy substrate 
h heat transfer coefficient AY width of the control volume 
H melt puddle height Y, elevation of the solid/liquid interface 
AH,,, heat of fusion above the substrate surface. 
J index of the control volume containing 

the interface Greek symbols 
k thermal conductivity c( thermal diffusivity 

KM kinetics coefficient s distance of the solid/liquid interface from 
L latent heat the center node 

Y heat flux P density. 
R universal gas constant or radius of the 

wheel Subscripts 
t time i interface 

At time increment j spatial index 
T temperature L liquid 

T0 substrate initial temperature S solid 

7-M nominal equilibrium melting SB sample bottom surface 
temperature SS substrate surface 

TN nucleation temperature WS wheel surface. 

T, initial melt pouring temperature 

AT, undercooling of the melt Superscript 

V0 characteristic atomic attachment velocity n time index. 

at the melting temperature 

We have developed for this purpose a modified inter- 
face tracking method based on Control Volume Inte- 
grals (CVI). We also use a volume element subdivision 
similar to that by Goodrich [12] but with a different 
node placement. Our CVI approach is effective for 
rapid solidification with and without undercooling. It 
can track accurately the interface and can predict the 
temperature of the interface during recalescence. We 
illustrate the numerical approach with models of two 
rapid solidification processes : Planar Flow Casting 
and Splat Cooling. 

2. FORMULATION OF THE PHYSICAL 

PROBLEM 

A brief description of the equations and physical 
characteristics of a simple one-dimensional solid- 
ification problem is given here. As will be discussed 
later, both the Planar Flow Casting and the Splat 
Cooling processes can be approximated in some cases 
by this model. 

Let us assume that a thin layer of motionless molten 
metal is suddenly put in contact with a much colder 
substrate at time t = 0. The melt will then solidify. If 
there is no relative motion and if the deposited layer 

(the ‘sample’) is thin, we can approximate the heat 
transfer in the layer and in the substrate by one-dimen- 
sional conduction, for which the equation (with con- 
stant properties) is 

ar,_a ar, 
at -G ‘jq ( > (1) 

where T is the temperature, t the time, Y the vertical 
coordinate (normal to the substrate surface), and CL 
the thermal diffusivity. The subscript j stands here 
either for ‘S’ (i.e. denoting the solid sample), ‘L’ (the 
liquid sample), or ‘W’ (the substrate, e.g. a wheel or 

solid wall). We use the convention that Y = 0 at the 
substrate/melt interface, and that Y > 0 for the 
sample. 

The thermal contact between the sample and the 
substrate is quantified by a heat transfer coefficient h 
defined as 

h= qw 
TSB - Tws 

(2) 

where qw is the heat flux per unit area and per unit 
time between the sample and the substrate; and TsB 
and T,, are the temperature of the sample bottom 



Numerical modelling of phase change heat transfer during rapid solidification 143 

and of the substrate surface, respectively. This heat 
flux is also 

(3) 

where subscript j stands either for the sample or sub- 

strate. 
Some other boundary and initial conditions are also 

used. The substrate temperature far away from the 
sample is assumed to remain at room temperature T, 

z-[y = -co,t] = 7-o. (4) 

The sample and substrate are assumed to be initially 
at uniform temperatures equal to the pouring tem- 
perature and to room temperature, respectively 

T[J > 0, t = O] = Tp (5) 

and 

T[y < 0, t = O] = T”. (6) 

An energy balance condition must also be satisfied 
at the solid/liquid interface 

(7) 

where Y, is the elevation of the interface; the gradients 
are calculated at this interface ; L is the latent heat of 

solidification ; ps the solid density ; and k, and k, the 
thermal conductivities of the solid and liquid. The 
interface velocity is then 

v=dy’ 
’ dt’ 

An additional condition must be prescribed at the 
interface, and depends on the process : 

(i) Solidification without undercooling 

If there is no undercooling, the solidification will 
take place at a constant temperature (TM) for a pure 
metal, and the additional boundary condition at the 
interface is 

T[y = r;,t] = TM. (9) 

The interface velocity is then directly determined by 
the energy balance at the interface (equation (7)), and 
depends on the temperature gradients at that location. 

(ii) Solidification with undercooling 
With undercooling a different approach must be 

used. Assuming heterogeneous nucleation and no 
nucleation barrier, the solidification rate depends on 
molecular mechanisms, and a well-known model for 
crystal growth in a pure melt is [ 131 

V,=V,exp - 
[ 

&?][I-exp[-%$I] 

(10) 

where V, is a molecular attachment velocity, Ev an 

activation energy, R the universal gas constant, AH, 
the heat of fusion, TM the equilibrium melting tem- 

perature, T, the interface temperature, and AT, the 

interface undercooling 

AT, = TM-r. (11) 

For small undercooling, equation (10) reduces in 
the first approximation to [8, 91 

V, = KM(TM-Ti) (12) 

where the proportionality factor, KM, is called the 
kinetics coefficient. We have, therefore, two unknown 
parameters at the interface in the case of solidification 
with undercooling : the interface velocity and the tem- 
perature, and we need two equations expressing the 
conditions at that location. These are the energy bal- 
ance (equation (7)) and the kinetics relationship 
(equation (12)). 

It is essential to note at this point that it is incorrect 

to assume that the interface temperature will return 
to the melting temperature after recalescence if the 
solidification kinetics are introduced in the model (via 
equation (12)). Indeed, this equation would then give 
a zero interface velocity if one assumes that TM = Ti, 

which would be incompatible with the fact that the 
interface must move under control of the external 
heat transfer. In reality, the interface will reach a 
temperature below (but in the case of low heat transfer 
coefficients, approximately constant and close to) the 
equilibrium melting point (see Fig. 8). This small quasi- 
equilibrium level of undercooling is precisely that 
which corresponds (via equation (12)) to the interface 

velocity determined by the external thermal con- 
ditions (via equation (7)). This situation results, of 
course, from the strong coupling between the kinetics 
and the temperature field. Contrarily to what one 
might think at first, there is therefore no need nor 
reason to resort to an artificial switch from a model 

incorporating equations (7) and (12) to a model that 
includes instead equations (7) and (9) as the solid- 
ification shifts over time from being kinetically con- 
trolled to being thermally controlled. In other words, 
this ‘shift’ is already taken into account automatically 
in the coupling between the kinetics and the tem- 
perature field, and the results reflect therefore, at 
all times, a compromise between the two control 
mechanisms. 

3. NUMERICAL TECHNIQUE AND INTERFACE 

TRACKING 

The system described above is a one-dimensional 
phase change problem with moving interface, and 
several numerical methods have been used to solve 
this type of problem [3-61. In the present work, a CVI 
method [14, 151 is combined with volume element 
subdivision to track the interface and to predict its 
velocity and temperature. 

The sample and substrate regions are both rep- 
resented by a uniform finite difference grid, but the 
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node spacing in the substrate and in the sample may 
be different. The finite difference equations for the 
nodal temperatures are obtained directly by inte- 
gration of the differential energy equation from time 
(t) to (t+At) and over each control volume from 
-Ay/2 to Ay/2. For control volume ,j in the sample 

or in the substrate we have 

or 

The implicit difference equation can be written as 

and reorganized as 

a(,j)r;+ ’ = &)T;‘,+,‘+c(j)T;+, +d(j) (16) 

where 

a(j) = 1 l th(j) +c(j) (17) 

(18) 

(19) 

d(j) = 7-y. (20) 

In these equations, subscripts j, j+ 1, and ,j- I rep- 
resent the nodes at the center of the respective control 
volume, whereas j+ lj2 and j- l/2 indicate the two 
boundaries of the ,jth volume. The superscripts II and 
n+ 1 are successive time indexes. Ay is the height of 
the control volume and At the time step. 

A special treatment is adopted for the control vol- 
ume containing the moving interface. In an approach 
similar to Goodrich’s [12], the Jth control volume 
encompassing the interface is divided into two smaller 
ones separated by the interface, one solid (J,) and 
one liquid (JL). In our case, however, new nodes are 
then introduced at the center of each of these new 
volumes as well as on the interface itself for improved 
accuracy. Two additional difference equations for T,, 
and TJL are then obtained by integrating equation (1) 
over each smaller volume. Different approaches for 
the tracking of the interface must be used depending 
on whether there is undercooling or not. 

(i) lnterjhce tracking without undercooling 

The interface is treated as a zero thickness volume 
kept at TM. The new position of the interface is directly 
calculated from the interface energy balance equation 
(7) with the temperature gradients differenced by 
using the temperature TJs, TJ,_ and TNI at the previous 
time step. The equation is 

YY” = Y~+c,(T,-T1;,)+cz(T~-TI;,) (21) 

in which C, and C? are 

(22) 

and 

(23) 

with 

6 = yJ - Y:’ (24) 

which is the distance between the interface (Y,) and 
the center (yJ) of the volume element where it is 
located. After computation of the interface position 
at the current time step, the temperatures can be cal- 
culated by solving equations (16) and the equations 
for T,, and r,, using a tri-diagonal matrix algorithm 
(TDMA) [16]. The calculation of the interface 
position is therefore explicit whereas the node tem- 
peratures are computed implicitly. 

(ii) Inte$hce tracking with undercooling 
In this case, the interface velocity can be explicitly 

calculated using the kinetics relationship (equation 
(I 2)) expressed at the previous time step 

v; = K,(T, -T:‘). (25) 

The interface position at the new time is then 

Y :‘+I = Y;+ V;At. (26) 

T:‘+ ’ can be determined implicitly with the interface 
energy equation (7) 

(c, +C*)T:+’ = c, Ti;,+’ +c2T;:‘+ V:‘At (27) 

where c, and c2 are those given above. After having 
calculated the new interface position it is then possible 
to determine all the nodal temperatures including the 
new interface temperature by solving the full system 
of implicit equations using the TDMA approach. 

With and without undercooling, an approach simi- 
lar to that used at the interface is used to treat the 
temperature jump between the sample and the sub- 
strate surface. Two zero-thickness volume elements 
are introduced at the sample bottom and substrate 
surface, respectively. At each of these surfaces, bound- 
ary condition (3) is used, and the two resulting implicit 
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finite difference equations involve the surface tem- 

peratures and those of the neighboring nodes. In 
addition, finite difference equations are generated in 

the substrate as well because we have shown [ 171 that 
it is important to include the heat transfer in the 
substrate in numerical models of rapid solidifica- 
tion processes based on direct contact with a cold 

substrate. 
It is worth emphasizing here the reason why an 

element subdivision approach was used in this work. 
Such an approach would already result in increased 

resolution of the interface tracking for modelling of 
basic equilibrium (no undercooling) phase change 

problems. (Indeed, without subdivision the entire 
element containing the interface is assumed to be 
either fully-solid or fully-liquid, with correspondingly 

limited resolution.) However, the element subdivision 
technique takes a particular significance for modelling 
of phase change with undercooling. In this case, as 

mentioned above, the interface temperature becomes 
unknown a priori and must be calculated. It there- 
fore makes more sense physically to model the interface 

as a ‘separate entity’ with its own temperature (which 
is what we are doing with our subdivision technique) 
rather than to lump it together either with a fully- 
solid or fully-liquid element (as one does without this 
subdivision approach). In our model, we subdivide 

the element containing the interface into three separate 
regions : solid, liquid, and interface itself, each with a 

specific node, distinct properties, and-most impor- 
tantly-each with a distinct temperature. The latter 
point distinguishes our approach from most previous 

ones which treated the interface temperature as the 
average temperature of the whole element containing 
the interface (i.e. encompassing both the solid and 
liquid fractions). 

The fact that the interface temperature is calculated 

separately is very important for modelling of solid- 
ification with undercooling. Indeed, such treatment 
will result in a much more accurate interface tem- 

perature prediction and in turn more accurate calcu- 
lations of interface velocities, interface location, latent 
heat releases, and temperature distribution. We 

believe, therefore, that our subdivision approach is 
particularly well-suited for modelling of solidification 
with large undercooling. 

4. VALIDATION OF THE CVI TECHNIQUE AND 

IMPLEMENTATION FOR PLANAR FLOW 

CASTING 

4.1. Planar flow casting : problem statement 
To illustrate the treatment of solidification assumed 

without undercooling, we discuss here Planar Flow 

Casting (PFC), a process used for the rapid solidi- 
fication of thin metal foils that uses a crucible pos- 
itioned close to a spinning wheel. (There may in reality 
be undercooling during this process, but most models 
to date have neglected this aspect.) A schematic of the 

(Wheel 

Surface) 
x=0 

S/L lnterfoce 

Wheel 

Wheel Center elevation 
y=_~_._.-_-.-.-.-.-.-.-.-.-.-.-. 

FIG. 1. Schematic of the Planar Flow Casting geometry and 
coordinate system used in the numerical model. 

system is shown in Fig. 1. The molten metal in the 
crucible is forced through a nozzle and forms a ‘solid- 
ification puddle’ between the bottom of the crucible 
and the wheel surface. The melt solidifies upon contact 
with the wheel, and a thin foil is dragged by the wheel 
motion. Our experimental work has indicated [18] 
that the downstream meniscus detaches from the cru- 
cible bottom well away from the nozzle. Given the 

large aspect ratio of the melt,puddle, and considering 
that the axial velocity is generally much greater than 
the normal velocity, it is therefore reasonable to 
approximate the melt puddle by a thin rectangular 
strip. 

To simplify the model, we consider that there is no 
velocity gradient in the puddle. Clearly, this is. not 
true in the actual case (as we have shown in our two- 
dimensional models [ 18, 193). Our primary objectives 
here are to identify relative trends and to conduct 

parametric investigations, however, and we believe that 
such information can be obtained with a one-dimen- 

sional model. 
Other simplifying assumptions have also been 

made : 

(a) The overall flow field is assumed to be steady 
state. 

(b) We limit ourselves to the study of the puddle 
under the crucible and of the wheel below the puddle. 

(c) We neglect convective heat transfer normal to 
the wheel. 

(d) Heat conduction parallel to the substrate sur- 
face is neglected in the first approximation. 

(e) We consider solidification of a pure metal. 
(f) We assume that local thermodynamic equi- 

librium exists at the solid/liquid interface (i.e. 
r, = TM). 

(g) The initial temperature distributions of the sub- 
strate and of the puddle are assumed to be uniform 
at room temperature (TO = 300 K) and pouring tem- 
perature (T,), respectively. 
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(h) The temperature at the top surface of the puddle 
is assumed to be maintained at the pouring tem- 
perature. 

(i) The heat loss through the menisci is neglected. 
(j) The curvature of the wheel is neglected and the 

wheel surface is assumed to be horizontal. 
(k) A no-slip condition at the wheel surface is 

assumed. 
(1) The material properties are assumed to be inde- 

pendent of temperature, but are different in the liquid 
and solid regions. 

(m) Shrinkage during solidification is neglected. 

With the coordinates depicted in Fig. 1 and these 
assumptions, the boundary layer energy equation 
becomes then (for constant properties) 

where V, is the velocity of the wheel surface, x the 
distance parallel to the wheel surface, y the distance 
normal to the wheel surface, r, the thermal diffusivity, 
and subscript ‘j’ stands either for L or S (i.e. it rep- 
resents the liquid or the solidified layer). Because of 
the assumption that there is no relative motion within 
the melt, this two-dimensional steady-state boundary 
layer problem can be reduced to a one-dimensional 
unsteady-state heat conduction problem through a 
change of coordinate, and this equation becomes then 
the basic unsteady-state conduction equation dis- 
cussed above (equation (1)). Most of the features of 
the generic solidification problem discussed above are 
applicable to this simplified PFC model, but we also 
use here the fact that the temperature profile should 
be symmetrical at the center of the wheel. We also 
assume that the heat transfer coefficient is constant 

whereas in reality it is likely to change with distance 
because of shrinkage and stresses in the solidifying 
metal. 

4.2. Validation of the CVI method and comparison 

with the enthalpy technique 

The validity of this implementation of the CVI 
method was confirmed by comparing it to the basic 

enthalpy technique [5]. Results such as the interface 
location or the temperature history in the puddle were 
generated by both methods and then compared. The 
same grid was used for both methods (200 nodes in 
the puddle which is 350 pm thick, and 200 nodes over 
1000 pm in the wheel) for better comparison of the 
relative resolution of the two techniques. Different 
time steps had to be used to ensure stability of the 
schemes, however: 2.5 x IO-” s for the CVI method 
and a smaller 5 x lOmy s for the enthalpy method (which 
is fully explicit). The results are not shown here in 
the interest of brevity, but the overall agreement was 
excellent, which suggests that our implementation of 
the CVI technique is probably sound. It was seen, 
however, that for the same grid spacing the CVI 
method tracks the interface much more precisely 

Table 1. Property values used in the computations 

Tt”l 
L 
C> 
Cl: 

k, 
ks 
PL 
Ps 

Al Steel cu 

K 933 1809 
kJ kg-’ 395 212 

Jkg ‘K-’ 1200 691 
Jkg-‘K ’ 1060 691 503 
Wm ‘K-’ 100 34 
W rr-’ K-’ 200 34 393 

kgm ’ 2340 7400 
kgmmZ 2700 7400 9000 

because we subdivide the control volume where the 
interface is located. Naturally, it would be possible 
to use a much finer grid for the enthalpy method but 
this would entail a much longer calculation time, 
especially if stability has to be preserved. The standard 
enthalpy method could also be improved by inter- 
polation within the volume element containing the 

interface [20], but may then involve solving more com- 
plicated differential equations. We are not aware at 
this time of any previous use of an enthalpy method 
with node subdivision for problems with under- 
cooling. The present CVI approach certainly allows 
us to track easily the interface with very high res- 
olution even for cases involving undercooling and 
recalescence (see below). 

4.3. Examples of numerical results and discussion 
Some results obtained for the PFC process with our 

CVI method are shown hereafter for illustration, in 
particular the effect of the thermal contact between 

the wheel and the puddle, a parameter of major 
importance for the solidification process. 

The computations described in this article are based 

on our recent experimental data on PFC solidification 
puddle dynamics (the experimental procedures are 
described in detail elsewhere [21]). The parameters 

used are: wheel speed, 23 m s ’ ; puddle height, 350 
pm ; superheat, 50 K ; and puddle length (approxi- 
mated by the distance to detachment from the cru- 
cible), 5.45 mm. The corresponding measured ribbon 
thickness is 68 pm. The properties used in the cal- 
culations are given in Table 1. Two hundred nodes 
were used both in the puddle and in the wheel. The 
calculation domain in the wheel was 1000 pm for 
the copper wheel, which is sufficient given the small 
thermal penetration depth achieved during the short 
wheel residence time under the puddle (about 
0.25 ms). 

Figure 2 shows the calculated solid/liquid interface 
position as a function of the distance from the up- 
stream meniscus for various puddle/wheel heat trans- 
fer coefficients when spinning aluminum on a copper 
wheel with the process parameters given above. These 
results take into account the heat transfer within the 
wheel itself. The crucible detachment distance (Xo) is 
defined as the distance from the upstream meniscus 
to the point where the melt detaches from the crucible 
bottom surface, and constitutes the downstream limit 
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_-1 

0 2 4 6 

Distance from upstream meniscus (10m3 m) 

FIG. 2. Interface location as a function of distance from the 
upstream meniscus for aluminum spun on a copper wheel. 
Heat transfer coefficients: 2 x 105, 5 x lo’, and lOh W mm’ 
Km’. (Gap = 350 pm, VW = 23 m SC’, T,--TM = 50 K, 

T,, = 300 K. A’, = 5.45 mm, ribbon thickness = 68 pm.) 

of these calculations. It can be seen in this graph 
that the computed thickness of the solidified layer 
is approximately equal to the measured final ribbon 
thickness (68 pm) at the detachment distance if a 
value of IO6 W mm2 K~- ’ is used for the heat transfer 
coefficient at the wheel. This implies that the ribbon 

would be already completely solidified within the 
boundaries of the puddle for this particular thermal 
contact condition. In other words the ribbon for- 
mation is subject to ‘thermal control’ in the puddle. 

On the other hand, when the thermal contact 
between puddle and wheel surface is poorer, for 
h = 2 x IO’ W mm * Km ’ for example, the solidified 
thickness would only be 12 pm at the crucible detach- 
ment point. This indicates that most of the layer 
dragged out of the puddle consists of still-liquid melt, 
and that the puddle length and the ribbon formation 
are primarily determined by the fluid flow (i.e. by the 
momentum boundary layer) in the puddle [22]. This 
is the ‘momentum control’ case during which solid- 

ification is completed well out of the puddle. In this 
case, a Newtonian cooling model (i.e. assuming uni- 
form temperature) is sometimes used as a first 
approximation to study the ribbon solidification pro- 
cess if the Biot number is small enough [23]. Besides 
poor thermal contact, momentum-controlled ribbon 
formation could also result from delays in nucleation, 
in which case we would have a departure from iso- 
thermal solidification in local equilibrium, i.e. under- 
cooling, which we are not considering in the present 
case. 

The extent to which heat or momentum transfer will 
be the controlling factor for the ribbon solidification 
depends of course greatly on the thermal contact 
between the puddle and the wheel. This parameter is 
affected by the choice of the melt and wheel materials, 

the wetting characteristics of the melt and the wheel 

surface [24], the surface condition of the wheel [25], 
and the wheel surface velocity [26], among others. 
Variations in thermal contact will therefore result in 
different cooling and solidification characteristics. To 
illustrate further this effect, Fig. 3 shows the cooling 
rate of the liquid melt at the interface, and Fig. 4 
shows the interface velocity in the puddle, both for 
three different values of the heat transfer coefficient at 
the wheel surface. (In these figures, we are using the 
vertical axis to represent the vertical distance from 

D 
0 
VI 

60 

40 

20 

n 

-0 3 6 9 

Melt Cooling Rate at Interface (lo5 K/xc) 

FIG. 3. Local melt cooling rate at the interface as a function 
of distance from the wheel for aluminum spun on Cu and 
ideal wheels. Heat transfer coefficients: 2 x 105, 5 x lo’, 
and IO6 W mm2 Km’. (Gap = 350 pm, VW = 23 m SC’, 
r,- 7’M = 50 K. T,, = 300 K, A’, = 5.45 mm, ribbon thick- 

ness = 68 pm.) 

z- 
Y 60 

a 

0.00 0.15 0.30 0.45 

Interface Velocity (m/xc) 

FIG. 4. Interface velocity as a function of distance from the 
wheel for aluminum spun on copper and ideal wheels. Heat 
transfer coefficients: 2 x IO’, 5 x 105, and IO6 W mm2 Km’. 
(Gap = 350 pm, VW = 23 m s- ‘, TP- TM = 50 K, T, = 300 

K, X, = 5.45 mm, ribbon thickness = 68 pm.) 
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the wheel surface, and the horizontal axis for the 
parameter of interest. The curves are limited to the 

height corresponding to the solidified thickness at the 
detachment point.) The solid lines correspond to the 
calculations for a copper wheel, whereas the dashed 

lines are for a hypothetical ideal isothermal wheel 
that would remain at its initial temperature at all 
times. The melt cooling rate at the interface is cal- 

culated here by 

where the temperature gradient is computed at the 
interface on the liquid side, and Vi is the solid/liquid 
interface velocity. Both of these quantities are of great 

importance to the materials scientist conducting 
microstructural investigations of ribbons produced by 
this rapid solidification technique, 

As expected, these figures illustrate the fact that 
higher interface cooling rate and interface velocity 
are achieved for a higher value of the heat transfer 
coefficient. It can be seen that both the interface vel- 

ocity and the interface cooling rate at high heat trans- 
fer coefficients decrease significantly as the interface 
moves away from the wheel. This decrease results 
from the additional heat transfer resistance intro- 
duced by the growing solid layer through which the 
released latent heat must be conducted away. This 
resistance plays a proportionally greater role for large 
heat transfer coefficients at the wheel, which explains 
the faster decrease in cooling rate in this case. 

The decrease in interface cooling rate with increas- 
ing distance from the wheel is also seen if one considers 
the thermal history of the ribbon in Fig. 5 which shows 
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FIG. 5. Temperature as a function of distance from the 
upstream meniscus for aluminum spun on a copper wheel. 
Distance from the wheel : 0 (bottom of puddle), 15, 33, 50, 
and 68 (top of ribbon) pm. (12 = IO6 W mm2 K-l, gap = 350 
pm, VW = 23 m s- ‘, TP- TM = 50 K, To = 300 K. X, = 5.45 

mm, ribbon thickness = 68 pm.) 

the calculated temperature as a function of distance 
from the upstream meniscus (i.e. as a function of time) 
at several heights in the puddle for h = IO6 W m * 

K--l. The top curve in the figure corresponds to the 
final ribbon thickness (i.e. to the ribbon top surface) 
and the bottom curve corresponds to the puddle (and 
ribbon) bottom. Intermediate heights have been iden- 
tified by their distance from the wheel surface. The 
melting temperature is indicated by a horizontal line 
for reference, and shows when solidification takes 
place at any given height in the puddle. The gradient 
of the curves on the liquid (upper) side of the interface 
is related to the interface cooling rate as defined in 

equation (29). Clearly, this gradient depends on the 
height, and is seen to decrease as the vertical distance 
from the wheel increases, in agreement with Fig. 3. 

Figures 3 and 4 also illustrate the effect of the heat 
transfer in the wheel on the interface velocity and 
cooling rate. It is commonly assumed in melt-spinning 

(and other) models that the substrate temperature 
remains constant. This situation corresponds here to 
the curves for an ideal wheel of infinite heat capacity 
and thermal conductivity. It is easily seen, however, 
that significant differences in cooling rate and inter- 
face velocity exist between calculated results for an 
ideal wheel and for a copper wheel assumed to have a 
more realistic heat transfer behavior. This observation 
suggests that numerical models for rapid solidification 
should indeed include wheel heating for more accurate 
calculations of cooling rates and interface velocities. 
(In fact, we have shown that the wheel surface tem- 
perature may increase by several hundred Kelvin 
under the solidification puddle, even for a copper 
wheel [17].) It should be noted that the wheel heating 
effect is linked to the fact that rapid solidification 
processes involve large amounts of energy transferred 
over small periods of time. If the process was to be 
much slower, the wheel surface would not heat up as 
much because of greater thermal penetration in the 
wheel, and the surface heating effect on solidification 
would then be smaller. Interestingly, having the wheel 
water-cooled internally would generally not prevent 
this large heating which does occur only over a very 
thin layer in the wheel and may therefore not affect 
the inner rim temperature. Water cooling will take 
care of overall heating of the wheel over long periods 

of time, on the other hand. 
As expected, the interface cooling rate and interface 

velocity are smaller for the ‘realistic’ wheel than for the 
‘ideal’ wheel because the wheel surface temperature 
increases in the former case, and this increase does 
in turn decrease the heat transfer through the wheel 
surface (equation (2)). Also expected is the fact that 
the difference between the actual and the ideal wheel 
increases with an increase in the heat transfer co- 
efficient. This is because for a higher heat transfer 
coefficient there is more energy transferred to the 
wheel per unit time than in the case of a low heat 
transfer coefficient. If the wheel is nonideal, its finite 
thermal diffusivity will prevent the rapid transfer of 
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this energy towards the center of the wheel, which in 
turn keeps the surface temperature very high, and will 
lead to a large departure from the ideal isothermal 

case. For the low heat transfer coefficients, however, 
the energy flux per unit time is smaller, and less energy 
accumulates close to the surface because a propor- 
tionally greater share can diffuse towards the center, 
which in turn keeps the surface temperature lower, i.e. 
closer to ideal isothermal conditions. 

Figure 3 shows that large variations of interface 
cooling rate exist across the ribbon section for high 

heat transfer coefficients. For h = lo6 W mm’ Km’. 
for example, the interface cooling rate close to the 
wheel surface reaches 8 x IO5 K s- ’ for the copper 

wheel. At the top of the ribbon, on the other hand, 
an interface cooling rate of only lo5 K s- ’ is achieved, 
approximately one order of magnitude difference. 
This difference is perhaps large enough to contribute 
to the significant variations in microstructure that 
are observed across ribbons produced by PFC. The 
variation in cooling rate is reduced for poorer thermal 
contact between the puddle and the wheel because the 
correspondingly smaller heat flux results in smaller 
temperature gradients within the puddle. 

Figure 4 shows the variations of interface velocity 
within the puddle. As in the case of interface cooling 
rate, the interface velocity appears to be high relatively 
close to the wheel and decreases as the interface moves 
far away from the wheel. For h = lo6 W rn-’ K- ‘, 
for example, the variation of the interface velocity 
across the ribbon thickness ranged from about 0.38 
m s-’ close to the wheel surface to about 0.23 m s- ’ 
at the top surface of the ribbon. This variation- 
when combined with the steep temperature gradients 
present close to the wheel for high heat transfer co- 
efficients-results in the large variations in interface 
cooling rate across the ribbon that are mentioned 
above. 

It is interesting to note, however, that the interface 
velocity in fact increases at first as the interface starts 
to grow inside the puddle. After the interface has 
penetrated a short distance, its velocity reaches a maxi- 
mum and then decreases again, as mentioned above. 
This initial increase in interface velocity is probably 
related to the melt superheat. Indeed, in the earliest 
stages of the solidification process, only a thin layer 
of liquid above the interface is cooled down from the 
superheated state. This probably results in a steep 
localized temperature gradient on the liquid side of 
the interface, and therefore in a relatively low interface 
velocity because of conduction from the liquid side to 
the interface. After a while, however, the superheat is 
reduced in a thicker layer above the interface, there- 
fore resulting in a smaller temperature gradient in that 
region and in an increasing velocity. A counter- 
balancing effect is that the solidified layer constitutes 
an increased resistance to conduction as the interface 
penetrates further in the puddle. This increased resis- 
tance would result in a decrease in heat extracted 
which in turn leads to a lower interface velocity. The 

velocity maximum observed might then result from 

the combination of these two opposite effects, the 
superheat effect being dominant very close to the 
wheel and the resistance to conduction effect taking 

over for greater distances. 
A more detailed investigation of the effect of a 

number of parameters (such as the heat transfer in 
the wheel, the wheel material, the local wheel surface 
heating, the melt superheat, and the melt material) on 
the solidification characteristics can be found else- 

where [ 171. 

5. APPLICATION TO SOLIDIFICATION WITH 

UNDERCOOLING: SPLAT COOLING 

We present here for illustration some results 
obtained with our CVI model for the case of the rapid 

solidification with undercooling that may take place 
during the splat cooling process. 

5.1. Problem statement 
Splat cooling is a generic term that is often used to 

designate the solidification of droplets of molten metal 
suddenly contacting a cold substrate. The drops may 
be allowed to fall by gravity onto a horizontal substrate. 
may be sprayed onto a surface (the ‘spray forming’ 
process), or may be squeezed between two surfaces 
(the ‘hammer-and-anvil’ and the ‘two-hammers quen- 
cher’). In the following discussion, we consider a 
simple model of these processes that consists of a very 
thin layer of motionless molten metal being suddenly 
placed in contact with a horizontal substrate. The 
cooling of the melt is very fast if the melt layer is thin 
and if the thermal contact between the sample and 
substrate is good ; such a situation will often result in 
significant undercooling. 

We are addressing here the case of a pure aluminum 
splat on a copper substrate. The splat is assumed to 
be 50 pm thick and originally superheated uniformly 
by 50 K. (The property values used here are given in 
Table 1.) The copper substrate is assumed to be at 
a uniform room temperature (T, = 300 K) before 
contact (at t = 0). We are considering here the case 
of solidification with melt undercooling, and we 
assume for simphcity that nucleation takes place at a 

set undercooling level. We also consider that there is 
no nucleation barrier after nucleation, and that the 
solidification front is planar. We use in the first 
approximation a linear kinetics relationship (equation 
(12)) between the interface velocity and the under- 
cooling at the interface. The kinetics coefficient KM is 
taken to be KM = 0.05 m s- ’ Km ’ for pure aluminum 
[8,9]. The boundary conditions used are that the upper 
surface of the splat is adiabatic (i.e. we neglect radi- 
ation and convection) and that the temperature far 
away within the substrate remains at room tempera- 
ture. We assume property values that are independent 
of temperature, but different in the liquid and solid 
splat layers. We neglect shrinkage during sohd- 
ification. We consider that the splat is of uniform 
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thickness and is much wider than it is thick. Con- 
duction parallel to the substrate surface, is then 
neglected and we can assume a one-dimensional 
problem. 

With these assumptions, the splat cooling process 
is then represented by a simple one-dimensional un- 

steady-state conductive heat transfer model as de- 
scribed in Section 2 above. We show hereafter some 
results to illustrate the implementation of the CVI 
technique for the tracking of the interface during cases 
of high undercooling and recalescence. 

5.2. Numerical results 
The CVI numerical technique described above has 

been used for the modelling of splat cooling with 
undercooling. As discussed previously, the departure 
from equilibrium at the interface introduces an extra 
degree of freedom: the unknown interface tempera- 
ture. This unknown is determined through the use of 
the kinetics relationship between the interface velocity 

and the interface undercooling. 
Figure 6 shows the temperature profile in the splat 

at various times after contact of the splat with the 
substrate (h = 1Oh W me2 Km’, 100 K undercooling, 
KM = 0.05 m s- ’ K- ‘). It can be seen that the tem- 
perature of the melt at the bottom of the splat dropped 
down to our set nucleation temperature (833 K, i.e. 
100 K undercooling) after 17 ps. The whole splat is 
still liquid at this point, and it can also be noted that 
the top surface of the splat remains superheated by 

about 20 K. At that instant the melt nucleates on the 
substrate surface, and the solid/liquid interface begins 
to move inside the splat. To illustrate this effect, three 
additional temperature profiles in the splat are also 
shown for later times. These times were chosen to 
correspond to three specific solidified fractions of the 

T,-r,=100 K 

K,=0.05 m/s-K 

870 900 930 960 

Temperature (K) 

Interface Velocity (m/s) 

FIG. 6. Temperature profiles in the splat at various times 
after contact for an aluminum splat on a copper substrate: 
t = 17,20,98, and 114~s. (h = 10” Wrn-‘Km’, TN = 833 K, 
K,,, = 0.05 m s-’ Km’, splat thickness = 50 pm, T,-T, 

FIG. 7. Interface velocity as a function of distance from the 
substrate for an aluminum splat on a copper substrate (with 
undercooling). Heat transfer coefficients: 105, 106, and 10’ 
W me2 K-‘. (TN = 833 or 100 K initial undercooling, 
KM = 0.05 m s-’ Km ‘. splat thickness = 50 pm, r,- TM 

= 50 K, T,, = 300 K.) = 50 K, r,, = 300 K.) 

splat: 20 ps (corresponding to fs = 0.05, i.e. 5% of 
the splat has solidified), 98 ps (fs = 0.7), and 144 /*s 
(fr = 1). After 20 ps, it can be seen that the interface 
has penetrated about 2 pm inside the splat, and its 
position is indicated by a local temperature maximum. 
This maximum is caused by the fact that the large 
undercooling induces a high interface velocity, which 
in turn corresponds to the liberation of a great amount 
of latent heat. This energy release is too large and too 
fast for all of the energy to be conducted away to the 
substrate, and the melt is therefore heated up locally. 
Naturally, energy is conducted in both directions, 
and the undercooled melt above the interface is heated 
up as well. As the still-undercooled melt heats up, the 
interface velocity decreases significantly, which in turn 
means less latent heat released, and the local tem- 
perature maximum disappears as soon as all the latent 
heat can be promptly transferred directly to the sub- 
strate. At 98 ps, for example, the interface is located 
at 35 ,um from the substrate (,f, = 0.7). and a 
maximum is no longer visible. Interestingly, the melt 
above the interface on the top part of the splat is 
now undercooled as well, but shows no variation of 

temperature. The temperature gradient in the solid 
layer is about uniform at that time (because alu- 

minum has a high thermal conductivity). After 144 
ps, the splat is entirely solidified, and the temperature 
profile is still approximately linear. These results agree 
qualitatively with the numerical results obtained by 
Clyne [9] with his heat source model. 

The calculated interface velocity is shown in Fig. 7 
for three heat transfer coefficients (105, lo’, and 10’ 
W m ’ K ‘). As expected, the velocity is generally 
larger for a larger heat transfer coefficient (i.e. greater 
heat flux), except very close to the substrate where 
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this velocity appears to be independent of the heat 

flux into the substrate. This is because in that domain 
the interface velocity is controlled by the fast kinetics 

(because of the large undercooling), with essentially 
no influence of the heat transfer to the substrate. As 
soon as the interface has penetrated further into the 
splat, the external heat transfer begins to limit the rate 
of energy extraction, and the interface slows down 
significantly. It should indeed be noted that the vel- 
ocity is of course dependent on the heat fluxes (see 
equation (7)) in addition to being a function of the 
undercooling, or in other words, that the level of 
undercooling is coupled to the heat fluxes through the 
intermediary of the interface velocity. The thermal 
contact at the substrate is therefore the primary con- 

trol of the interface velocity after recalescence. 
The interface temperature variation as a function 

of interface position is given in Fig. 8 for the same 
conditions as those of Fig. 7. The calculated interface 
temperature is shown for the same three heat transfer 
coefficients. (The shape of these curves is in fact a 
mirror image of those for the interface velocity 

because of the nature of equation (12).) As expected, 
the interface temperature remains lower overall (i.e. 
the undercooling is larger) for higher h values except 
immediately next to the substrate. The interface tem- 
perature increases rapidly during the recalescence pro- 
cess close to the substrate, followed by a slower 
increase further away. We can see that the interface 
temperature never becomes exactly equal to the equi- 
librium melting temperature, even for the lowest heat 
transfer coefficient. Instead, it reaches a quasi-steady 
equilibrium interface temperature ofjust a few Kelvin 
below the nominal equilibrium melting temperature 
in the upper half of the splat. This approximately 
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FIG. 8. Interface temperature as a function of distance from 
the substrate for an aluminum splat on a copper substrate 
(with undercooling). Heat transfer coefficients:-IO’, 106, and 
10’ W mm* Km’. (T, = 833 or 100 K initial undercooline. _ ,. 
KM = 0.05 m s-’ K-~‘, splat thickness = 50 pm, T,-TL 

= 50 K, T, = 300 K.) 

constant interface undercooling corresponds to the 
quasi-steady interface velocity seen in Fig. 7 for low 

heat transfer coefficient. It depends strongly on the 

external heat transfer, and is an important character- 
istic of the process. The value of this ‘minimum under- 
cooling’ will determine, for example, if desirable meta- 
stable states or effects can be achieved in the upper 
region of the splat for the given process conditions. 

The results on splat solidification shown here were 
intended to illustrate the use of the improved CVI 
method on problems with undercooling. A more 
extensive investigation of the splat cooling process 
has also been conducted with this model, and many 
additional results on the temperature profiles, the 
variations of interface temperature, the temperature 
history at various locations in the splat. the effect 
of the melt or substrate material, the effect of the 
undercooling level and the kinetics rate, and the inter- 
face cooling or heating rate can be found in other 
articles [27, 281. 

6. CONCLUSIONS 

We have developed a simple numerical approach to 
the modelling of heat transfer and phase change dur- 
ing rapid solidification processes without and with 
undercooling. In the latter case, this model takes into 
account crystal growth kinetics, but otherwise the 
numerical schemes are identical, which simplifies the 
programming considerably. Our approach is based on 
a modified interface tracking finite difference method 
implemented through a CVI technique. Both high 
computational efficiency, high resolution, and high 
accuracy are obtained through subdivision of the vol- 
ume element containing the solid/liquid interface and 
through separate treatment of the solidification inter- 
face. This technique allows us to calculate much more 
precisely the interface position, cooling rate, and vel- 
ocity. For the case of solidification with undercooling, 
the method can also predict the large variation of 

interface temperature during recalescence without 
problems due to numerical instability. The approach 
was found to be simple to implement and very effec- 
tive, and the results were found to be of higher res- 
olution-but in very good agreement otherwise- 

than those obtained for solidification without under- 
cooling with a model based on the enthalpy tech- 
nique. 

Using the improved CVI technique, we were able 
to develop a simple model of the heat transfer and 
phase change taking place during the PFC process. 
The model also includes the heat transfer in the wheel, 
and takes into account the large wheel surface heating 
effect that in turn slows down significantly the solid- 
ification process. The influence of the heat transfer 
coefficient at the wheel surface on the interface cooling 
rate and on the interface velocity was quantified. The 
interface velocity and interface cooling rate were seen 
to decrease significantly when far away from the wheel 
surface. It was also observed that the interface velocity 
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shows a maximum close to the wheel surface, prob- 1 I. H. H. Liebermann, Rapidly solidified alloys made by 

ably due to the superposition of superheat and con- chill block melt-spinning processes, J. Cr)stal Growth 

duction resistance effects. 
70,497p506 (1984). 

This numerical model can also be readily used for 
12. L. E. Goodrich, Efficient numerical technique for one- 

dimensional thermal problems with phase change, fnt. 
the investigation of systems with high undercooling, J. Heat Mass Transfer 21, 615-621 (1978). 

and we were able to study quantitatively the recal- 13. C. G. Levi, The evolution of microcrvstalline structures 

escence and solidification during splat cooling. The 
temperature profiles in the splat can be computed 14 

as a function of time, and show local temperature 
inversions. The interface velocity was also calculated 15 

and showed very large variations across the splat that 
are, in general, strong functions of the substrate heat 16 

transfer coefficient, except immediately next to the 
substrate, where this velocity appeared to be primarily 

controlled by kinetics. For low heat transfer co- 
efficients, the interface temperature reaches after 

17. 
recalesccnce a quasi-steady minimum undercooling 
level close to the nominal melting point. 

in supercooled metal powders, Met&i. Trans. A 19A, 
699-708 (1988). 

We believe that this numerical technique is partic- 
ularly simple and effective for heat transfer modelling I8 
of rapid solidification processes with undercooling. 
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MODELISATION NUMERIQUE DU CHANGEMENT DE PHASE ET DU TRANSFERT 
THERMIQUE PENDANT LA SOLIDIFICATION RAPIDE : UTILISATION DES 

INTEGRALES DE VOLUME DE CONTROLE AVEC SUBDIVISION ELEMENTAIRE 

Resume-Un schema est dtveloppe pour la modelisation numerique du transfert thermique et du change- 
ment de phase pendant la solidification rapide. Cette technique est baste sur les integrales de volume de 
controle et atteint une haute resolution pour l’interface solide-liquide par subdivision elementaire. Elle 
convient particulitrement bien pour la solidification rapide avec sous-refroidissement, une prediction 
precise de la temperature a l’interface pendant la recalescence etant tres importante. Cette approche est 
utilisee pour la modtlisation de la coulee continue planaire et la solidification en plaque. Quelques r&mats 
sur les profils de temperature, sur la localisation et la vitesse de l’interface, le sous-refroidissement et le flux 

thermique sont montrts pour les deux mecanismes. 

NUMERISCHE BESCHREIBUNG VON PHASENWECHSEL UND 
WARMEUBERTRAGUNG WAHREND EINES SCHNELLEN ERSTARRUNGSVORGANGS 

MIT HILFE VON KONTROLLVOLUM-INTEGRALEN UND AUFTEILUNG IN 
UNTERELEMENTE 

Zusammenfassung-Zur numerischen Beschreibung des Phasenwechsels wahrend eines schnellen Erstar- 
runesvoraanes wird ein effektives Verfahren fiir die Grenzflachenbewegung entwickelt, das auf Kon- 
trollvolum-integralen beruht. Durch weitere Unterteilung der Kontrollelemente zur Beschreibung 
der Bewegung der Fest/Fliissigphasengrenze erhllt man eine hohe Aufliisung. Diese Methode bietet 
sich besonders bei der schnellen Erstarrung mit Unterkiihlung an, fur die eine genaue Vorhersage 
der Grenztllchentemperatur sehr wichtig ist. Das Verfahren wird zur Modellierung der Vorglnge beim 
ebenen FlieDgieBen und beim Spritzkiihlen benutzt. Fur beide Prozesse werden einige Ergebnisse 
vorgestellt : Temperaturprofile sowie Grenzflachengeschwindigkeiten, -verlaufe, -unterkiihlungen und 

Abkiihlgeschwindigkeiten. 

~MCJIEHHOE MO~EJIHPOBAHHE @A30BOI-0 I-IEPEXO&A B TEI-IJIOI-IEPEHOCA B 
I-IPOIJECCE EbICTPOI-0 3ATBEPjJEBAHHx: HCIIOJIb30BAHHE HHTEI-PAJIOB 

KOHTPOJIbHbIX OE’BEMOB C IIOfiPA3AEJIEHHEM HA 3JIEMEHTbI 

ArmoTaqmr-Pa3pa6orana 3@exTmmaa cxeMa cnemetiaa 38 nepeh4emenseM rparmubr pa3nena, npen- 
na3naYeHnaa nna Yacnemroro Monenripoeamin Termonepetioca B r$a3onoro nepexona B nponecce 6brcr- 
poro 3aTsepneeannn. IIpennoxcennbrii hteron ocrionan Ha mirerpanax xonTponbiibrx 06aeMon a 
06ecneqeeaeT npocnemrisamie c nb~conoii pa3pemaromefi cnoco6riocTbro 38 nepeMememieh4 rpammbr 
pa3nena Tsepnoe Teno/xrrinxocrb nocpencrnoM nonpasneneaur xonrponbnbrx 06M~on Ha 0Tnenbnbte 
3neMeHTbl. 3TOT MeTOn nan6onee yno6eH &its onncanna 6bn2~poro 3aTBepneBaHHR B ~CJ~OBH~X Henoc- 
Taro~noro oxna~errmr, xorna ogeub naxorbrh4 annaerca Toxnbrii pacyeT TehmepaTypbi na rpaaaue 
pasnena npe pexanecuemmn. Yxa3annbtii nonxon ricnonb30nancn nm Monenripoeanna npoueccon 
nnOCKOr0 JtHTblI U HMIIPKTHOrO OXEi,KJ,eHHR. nOKa3aHbI H‘?KOTOpble pC?3yJtbTaTbI n0 T‘?MIIepaT,‘pHblM 

npo&inrM, CKOpOCTH n pacnono~emno rpanaubt pasnena, a Taxme cTenerm ri HHTeHCHBHOCTH oxnaxrne- 
HHI~ B 0608x npoueccax. 


